
EEPxx Fall 2022 Radar Signals and Systems 
Instructor:   Matt Reynolds  
   matt.reynolds@ece.uw.edu 
Class Schedule: TBD 
 
Objectives 
This course will provide a hands-on introduction to radar system design with an emphasis on 
radar signal processing. We will focus on emerging commercial and industrial applications for 
radar, such as automotive radar, short-range radar sensing for UAVs, and radar imaging. 
 
Students will construct a low-power radar system using a software defined radio (SDR) and 
conduct a series of hands-on experiments including data collection and MATLAB/Python signal 
processing to demonstrate such applications as person tracking, automotive adaptive cruise 
control, UAV identification and classification via micro-Doppler signatures, and synthetic 
aperture radar (SAR) imaging. 
 
Prerequisites 
Basic knowledge of electromagnetics (EE 361) and signal processing (EE 242). For the 
experimental work, students should have a working knowledge of MATLAB or Python. Example 
code will be provided in MATLAB but students are welcome to program in Python if they prefer. 
Students will need to provide a Windows 10 laptop capable of running either MATLAB or Python. 
 
Course Materials 
Class web site - lecture notes and journal papers 
Reference Text: Fundamentals of Radar Signal Processing - Mark A. Richards 
 
HW & Lab 
Group lab time will be scheduled during the week for data collection. There will be 1 hardware-
focused lab session+report where students will fabricate and test their own antennas for their 
SDR setups, followed by 6 take-home assignments to process and analyze their data.  
 
Tentative Course Topics 
1. Radar Cross-Section and the Radar Equation 
2. Radar System Design - Transmitters, Receivers, and Antennas 
3. Radar Signal Processing: The Doppler space 
4. Radar Signal Processing: Range-Doppler maps 
5. Radar Signal Processing: Array processing 
6. Radar Signal Processing: Synthetic Aperture Radar (SAR) and Inverse SAR (ISAR) 
 
Grading Policy 
The final grade will be based on the lab report and the 6 take-home signal processing 
assignments. There will be no final exam. 
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Fig. 3: (a) photo of the scene, (b) matched filter reconstruction, (c) partitioned matched filter reconstruction, (d) partitioned
pseudo inverse reconstruction

TABLE 1

TIME TAKEN FOR 3D IMAGE RECONSTRUCTION

conventional matched filter (s) partitioned matched filter (s) partitioned pseudo inverse (s)
CPU (single core) 149615 (1 X - reference time) 1644 (91 X speedup) 1648 (91 X speedup)
CPU (4 cores) 95287 (1.6 X speedup) 1588 (94 X speedup) 1597 (94 X speedup)
GPU 12847 (11.5 X speedup) 41 (3649 X speedup) 50 (2992 X speedup)

moved 59.2 cm in azimuth and 61.2 cm in elevation at a
spacing of 4 mm. Frequencies from 15 GHz to 26.5 GHz are
used, spaced at 200 MHz intervals. At each antenna position,
transfer function measurements are collected using an Agilent
A5222N vector network analyzer. The scene as observed by
all antenna positions is 0.2 m in ground-range, 1.252 m in
azimuth and 1.256 m in elevation. The scene was a metal
coated toy balloon dog, shown in Fig. 3a. The reconstruction
was performed in MATLAB.

Reconstructed images using conventional matched filter,
partitioned matched filter and partitioned pseudo inverse are
shown in Figs. 3b, 3c, 3d, respectively, where the reflectivity
is normalized and represented on a log scale. The images
consist of 4914100 voxels, each with a voxel spacing of 4 mm.
Reconstruction using conventional pseudo inverse was not
possible with the available 16 GB of memory. The partitioned
pseudo inverse was computed using singular value decompo-
sition (SVD) and the solution was regularized by truncating
the small singular values. Using L curves [8], the optimal
number of singular values to be retained was found as 23. The
partitioned pseudo inverse solution essentially shows no visible
difference when compared with the conventional matched filter
and has visibly less clutter than the partitioned matched filter.

Table 1 shows the time taken to reconstruct the 3D image
using different algorithms. A NVIDIA GeForce GTX 960
GPU with 4 GB memory has been used to accelerate the
computation. The reconstruction with GPU acceleration took
41 s and 50 s with the partitioned matched filter and parti-
tioned pseudo inverse, respectively. This timing includes the
construction of the sub-measurement matrix and its inversion.
However, as the reconstruction matrix can be computed offline,
the reconstruction time reduces to 41 s for both cases. This is a
300 X speedup compared with the conventional unpartitioned

matched filter reconstruction run on a GPU.

The GPU performance was compared with the performance
of a Intel Core i7-6700 CPU at 3.4 GHz with 16 GB memory,
using a single core and 4-cores. All the timings in Table 1
are compared against the matched filter reconstruction using
a single core. For multi-core CPU processing, the algorithms
were implemented using MATLABs SPMD (single program,
multiple data) functionality. However, there is a communica-
tion overhead involved with parallelism and due to the large
amount of data a reasonable improvement was not achieved
using multiple parallel cores.

V. CONCLUSION

In this paper, a partitioned reconstruction algorithm for
3D SAR images was presented . A parallelized approach
leveraging a graphics processing unit (GPU) was used to
achieve a dramatic speedup compared to non-GPU accelerated
algorithms. To validate the algorithm, 3D SAR images from
a laboratory K-Band (15-26.5 GHz) SAR experiment were
presented. The 3D reconstruction with GPU acceleration took
41 s and 50 s with the partitioned reconstruction method, using
matched filter and pseudo inverse respectively, as opposed to
3.5 hours with the conventional matched filter approach. The
partitioned algorithms promise greatly improved reconstruc-
tion time and reduced computational complexity for 3D SAR
imaging.
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